Difference analysis model for the mismatch effect and substrate-induced lattice deformation in atomically thin materials
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Atomically thin materials hold mutative electronic transition properties by virtue of the inevitable strains adding to the lattice distribution. A quantitative approach and clear systematical verification have seldom been presented to effectively illustrate the substrate-induced strain along the lattice distribution, although the substrate perturbations for monolayers have been repeatedly mentioned. Here, a model of difference analysis is introduced to reveal the structural strain of monolayers from the substrate, which is derived from the mismatch effect based on the variation of the thermal expansion coefficient between the substrate and monolayers. A coupling coefficient is proposed to quantitatively manifest the substrate-induced strain and mismatch effect. Furthermore, combined with the coupling coefficient, the lattice disorder from the mismatch effect is demonstrated, experimentally using the WS2 monolayer as reference. This study could promote broad investigations of some fundamental issues from preparation to electrical structural performances in atomically thin materials and further practical applications.
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I. INTRODUCTION

Since the isolation of graphene as the first atomically thin two-dimensional (2D) material, the class of layered 2D materials with weak van der Waals interplanar bonding has expanded significantly [1–4]. Two-dimensional materials now span a great variety of atomic structures and physical properties, which opens up the possibility for their application in transistors [5], electroluminescent devices [6], photodetectors [7], integrated circuits [8], and valleytronic and spintronic devices [9]. The prominent materials among these are the metalloids (graphene and black phosphorus), semiconductor chalcogenides of transition and basic metals (Mo, W, Ga, In, Sn, Re, etc.), and layered allotropes of other p-block elements of the periodic table such as P, As, Te, and so on [10–13]. On the other hand, owing to the atomically thin monolayer structure, the lattice distribution can be easily affected by external factors, such as the substrate type, the material-substrate bonding (even for the same substrate), the synthesis temperature, the charge doping of the substrate, the dielectric environment, the grain boundaries, the thermal conductivity coefficients, and thermal expansion coefficients of the substrate [14–18]. In most, if not all, real applications, atomically thin 2D materials are fabricated on substrates or over a trench held at the edges. It results in the instability of the photoelectric properties. The pure effect of temperature variation on optical and electronic properties cannot be measured directly and compared with the calculations, which usually assume a freestanding monolayer. For example, the measured luminescent transition of the WS2 monolayer is varied from 1.88 to 2.01 eV, even when supported by the same substrate [14,19–21]. Some relations between the optical properties measured by photoluminescence (PL) or Raman spectroscopy within the mesoscale and the substrate-induced strain effects on the nanoscale have been repeatedly considered [14,15,22,23]. However, a quantitative approach and clear systematical verification have seldom been presented to describe the structure strain by substrate on the lattice distribution up to now. This study is vitally important for the fundamental understanding and application of 2D materials that are expected to be supported by a substrate in most circumstances.

Here, a widely practical WS2 monolayer is considered as the model sample, which possesses obvious disturbed properties from the substrate-induced lattice deformation in atomically thin materials. We quantify the model of difference analysis by the parameter of the coupling coefficient $\beta$, which directly reveals the substrate-induced strain during the mismatch effect induced by the difference of the thermal expansion coefficient (TEC) in the monolayer-substrate system. With the slippage or realignment of monolayers on the substrate from the mismatch effect, different defect-bound exciton emission situations are brought to light with the help of PL analysis.

II. METHODS

A. Synthesis of WS2 monolayers

The WS2 monolayers in this study were grown in the same environment by the low-pressure chemical vapor deposition...
technique for 10 min. The 285-nm SiO$_2$/Si substrates were cleaned using piranha solution (a volumetric mixture of 3:1 of 98% H$_2$SO$_4$ to 35% H$_2$O$_2$), then placed face down on an alumina boat which contained WO$_3$ powder. The alumina boat was placed inside the quartz tube in the second zone. The temperature of the second zone was raised to 800 °C with a heating ramp of 10 °C min$^{-1}$, and the deposition took place at 800 °C for 10 min. At the same time, the temperature of the first zone was also raised 200 °C to evaporate the sulfur powder. After the deposition, the furnace was allowed to cool naturally to room temperature. During the entire growth process, the argon flow rate was maintained at 80 sccm. The good crystallinity and thickness of the monolayers are confirmed by the Raman mapping and atomic force microscope (AFM) topographies.

B. Optical and electronic characterizations

Temperature-dependent Raman/PL experiments were carried out by a Jobin-Yvon LabRAM HR Evolution spectrometer and a THMSE 600 heating/cooling stage (Linkam Scientific Instruments) in the temperature range from liquid-nitrogen temperature of −196°C to 77°C with a resolution of 0.1°C. The WS$_2$ monolayers were excited by the 532-nm line of a solid-state laser and recorded in backscattering geometry with a resolution of better than 1 cm$^{-1}$. The laser beam was focused through a 50× magnification microscope with a working distance of 18 mm. The output power of the 532-nm laser is controlled to be 13.9 µW, which remains unchanged during the whole experimental process. An air-cooled CCD (−70°C) with a 1024×256 pixel front-illuminated chip was used to collect the scattered signal dispersed on 1800 grooves/mm grating for Raman and 500 grooves/mm grating for PL.

The topographies and surface potential distributions were investigated via an AFM (Dimension Icon, Bruker) with Pt/Ir-coated cantilevers in noncontact mode. An ac tip bias (2 kHz, 2000 mV) was applied here. Kelvin probe force microscopy (KPFM) was used to quantitatively characterize the discrepant contact potential difference (CPD) distribution. We used Pt/Ir-coated cantilevers in the noncontact mode so that the topography and surface potential signal could be measured simultaneously with a mechanical drive frequency of 68.3 kHz and an ac modulation of 2 V at 2 kHz. Tip bias was adjusted to cancel out the capacitive force generated by the work function disparity of $\phi_{\text{tip}} - \phi_{\text{sample}}$ using the equation CPD $\times e = \phi_{\text{tip}} - \phi_{\text{sample}}$ [24]. Here, $\phi_{\text{tip}}$ and $\phi_{\text{sample}}$ are the work functions of the tip and sample, respectively. The $\phi_{\text{tip}}$ can be easily obtained if $\phi_{\text{sample}}$ for the gold film is assumed to be 5.4 eV. The work function of the probe is always calibrated in advance by scanning a gold plate, and the corresponding CPD resolution is $-0.6$ mV. Accordingly, the work function for the probe $\phi_{\text{tip}}$ is calibrated to be 4.8 eV. With the foregoing $\phi_{\text{tip}}$, the information about the work function for samples can be derived by estimating the CPD distribution.

C. Computational details

The Raman phonon eigensolutions were computed using the 
*ab initio* density functional theory (DFT) with a plane-wave pseudopotential method implemented in Ref. [25]. The electron exchange correlation functional was treated using the generalized gradient approximation in the form proposed by Perdew, Burke, and Ernzerhof pseudopotentials [26]. The energy precision was set to $10^{-6}$ eV/Å, and atomic position was fully relaxed until the maximum force on each atom was less than $10^{-4}$ eV/Å. A 600 eV energy cutoff was adopted, and the Brillouin zone was sampled with an $11\times11\times1$ Γ-centered Monkhorst-Pack K-point grid for geometry optimization and self-consistent calculations [27,28]. Equilibrium lattice constants $a(T)$ at different temperatures were calculated by minimization of the Helmholtz free energy $F(a, T)$ using the quasi-harmonic approximation-based PHONOPY-QHA script [29,30]. For the minimization process, $F(a, T)$ is obtained by fitting the discrete data points of $F(|a|, T)$ to the third-order Birch-Murnaghan equation of state, where $a$ is the label for different lattice constants or, equivalently, different strains. $F(|a|, T)$ is constructed from $\omega_{q,j}^2$ and $E[|a|]$ through the following formula: $F(|a|, T) = E[|a|] + \sum_{q,j} \frac{\hbar^2 \omega^2_{q,j}}{2} + k_B T \sum_{q,j} \ln[1 - \exp(-\frac{\hbar \omega_{q,j}}{k_B T})]$ [29]. Here, $E[|a|]$ is the DFT ground-state energy; $\omega_{q,j}$ is the phonon frequency at the q point with band index j. The sums run over all wave vectors and all bands of the whole Brillouin zone. The thermal expansion coefficients $\alpha(T)$ for WS$_2$ and SiO$_2$ are then calculated through the following formula: $\alpha(T) = da(T)/[a(T)dT]$, where $a(T)$ is the equilibrium lattice parameter corresponding to the minimum of the Helmholtz free energy [29]. The phonon interaction and spin-orbital coupling were not included in all calculations.

III. THE EXPERIMENTAL FINDING OF RESIDUAL DEFORMATION

In most, if not all, atomically thin 2D materials, the synthetic process is conducted above room temperature. When synthetic samples return to room temperature, an unavoidable lattice deformation is residual in the monolayers because of the significant traction or contraction strain by substrate. The structural strain, proportional to the coupling coefficient, is derived from the mismatch effect induced by the TEC difference between the substrate and monolayers. The residual deformation is verified and analyzed by experimental characterizing and computational simulating WS$_2$ monolayers with different coupling features. The four model samples are called samples A, B, C, and D [Figs. 1(a)–1(d)].

Their PL peaks in Figs. 1(e)–1(h) are split into the neutral exciton (higher-energy $A^0$) and charged exciton or trion (lower-energy $A^-$), which originate from the transitions at the K point in the Brillouin zone [20,31,32]. There is a switch between $A^0$ and the trion ($A^-$ or $A^+$ depending on the extra carrier type) at different Fermi levels [33–35]. Notably, the PL spectrum of sample D in Fig. 1(h) has to be fitted with three oscillator peaks. Moreover, the integral intensity decreases almost one order of magnitude compared with other monolayers. Considering the large linewidth of the extra peak (expressed as L) and the dramatic decline of the PL intensity, we attributed peak L to the lattice distortion or disorder during the cooling process after synthesis at high temperature. The obvious emergence of defect trapping $k_{\text{defect}}$
is an inducement of the reduction of luminescence quantum efficiency $\eta_{\text{num}} \approx k_{\text{rad}}/(k_{\text{rad}} + k_{\text{relax}} + k_{\text{defect}})$ in transition metal dichalcogenides [19,36].

The discrepant CPD distributions for samples A–D are further recorded with KPFM, which is widely employed to probe the local variations in the work functions of various surfaces [37]. Figures 1(i)–1(p) depict the sample topographies and surface potential images with $\phi_{\text{tip}} = 4.8$ eV. The CPD of every sample shown in Fig. 1(q) is Gaussian-like regardless of the small topographic artifacts that are presumed to be particles deposited during postgrowth procedures. The differences in CPD distribution illustrate the discrepant Fermi levels among the four samples [37]. It further suggests that the structure strain from substrate results in lattice deformation and affects the distribution of electronic occupancy in electron energy bands. The substrate-induced strain should be taken into consideration for a variety of applications in optics and optoelectronics. More direct and effective analyses are impending. Raman scattering is one of the powerful tools for discussing structure deformation by analyzing the phonon frequencies with a physical model.

IV. LINEAR ANALYSIS MODEL OF RAMAN SCATTERING

Figure 2 shows the Raman shifts of samples with different strain behaviors. The $E_{2g}^1$ and $A_{1g}$ modes are extracted from the Lorentzian fittings (Fig. S1 in the Supplemental Material [38]), where the $E_{2g}^1$ mode is attributed to the in-plane relative motion between the two sulfur atoms and the W atom, whereas the $A_{1g}$ mode is related to the out-of-plane vibration of two sulfur atoms in opposite directions. $E_{2g}^1$ and $A_{1g}$ are preliminarily analyzed by the linear approximation $\omega(T) = \omega_0 + \chi T$, where $\omega_0$ is the extrapolated peak position at 0 K and $\chi$ is the first-order temperature coefficient [39,40]. The preliminary linear analysis for $E_{2g}^1$ and $A_{1g}$ modes is shown with red solid lines in Figs. 2(e)–2(h). The plot of the peak position for $E_{2g}^1$ versus temperature gives the slope $\chi$ of samples A–D, which varies from $-0.00383$ to $-0.0129$ cm$^{-1}$ K$^{-1}$. The value of $\chi$ for $A_{1g}$ varies from $-0.00458$ to $-0.01222$ cm$^{-1}$ K$^{-1}$. The detailed fitting results are listed in Table S1 of the Supplemental Material [38]. Apparently, the absolute and relative magnitudes of the temperature coefficients $\chi$ from four monolayers differ from each other significantly. The diversities, however, only prove the existence of different lattice deformations preliminarily. When the temperature changes, two effects are worth considering in the phonon vibration: the temperature dependence of the phonon frequencies and the modification of the phonon dispersion due to the substrate-induced strain. The parameters $\chi$ from the linear analysis are related by both the effect of temperature and structure strain. Furthermore, the Raman frequency at low temperature is probably nonlinear or nonmonotonic. The small shifts of the phonon $E_{2g}^1$ and $A_{1g}$ around 400 cm$^{-1}$ also increase the fitting difficulty. As a result, it is impossible to clearly reveal the strain behavior with the parameter $\chi$ from the primitive direct linear analysis. Therefore, we establish a model on the basis of the difference analysis to perfect the discussion of residual deformation and the strain effect in a monolayer-substrate system.

V. DIFFERENCE ANALYSIS MODEL

The model of difference analysis employs a data array consisting of phonon frequency, which is extracted from temperature-dependent Raman fittings and computational phonon frequencies. In detail, the frequency shift of intrinsic Raman spectra has been divided into thermal expansion of the lattice $\Delta \omega_E$ and an anharmonic effect $\Delta \omega_A$. Thus, the Raman shift of freestanding atomically thin materials is given by [15]

$$\omega(T)_{\text{intrinsic}} = \omega_0 + \Delta \omega_E(T) + \Delta \omega_A(T),$$

where $T$ is the measured temperature. The lattice constant of the sample structure increases due to thermal expansion, leading to the Raman shift, which is commonly expressed as $\Delta \omega_E(T) = \omega_0 \exp(-n \gamma \int_{0}^{T} \alpha(T) \, dT) - \omega_0$ [23]. Here, $\omega_0$ is the intrinsic Raman frequency at room temperature, $n$ is the degeneracy ($n = 1$ for $A_{1g}$ and $n = 2$ for $E_{2g}^1$), $\gamma$ is the Grüneisen parameter, and $\alpha$ is the thermal expansion coefficient of the material. The third term, $\Delta \omega_A(T)$,
in Eq. (1) is determined by the optical phonon, which emerges accompanied by the absorption and emission of photons during the light-scattering process [41]. The optical phonon then decays via anharmonicity into two phonons and three phonons, which correspond to three- and four-phonon processes. The processes can be described by a semiquantitative simple model, \( \Delta \omega_A(T) = P_1[1 + \frac{2}{\gamma}] + P_2[1 + \frac{1}{\gamma} + \frac{1}{\gamma - 1}] \), where \( x = \hbar \omega / 2k_B T \), \( y = \hbar \omega / 3k_B T \) [41]. Here, \( \hbar \) is Planck’s constant, and \( k_B \) is the Boltzmann constant. The first term corresponds to coupling of the optical phonon to two identical phonons, and the second term represents the coupling to three identical phonons. The coefficients \( P_1 \) and \( P_2 \) are constants that can be estimated by fitting the frequency shift attributed to anharmonic coupling. All fit parameters are extracted as \( \omega_r = 349.2 \text{ cm}^{-1} \), \( \gamma = 4.33 \), \( P_1 = -0.902 \), and \( P_2 \approx 0 \).

As mentioned above, \( \omega_0 \), \( \omega_r \), \( \Delta \omega_f \), and \( \Delta \omega_A \) are the intrinsic temperature dependence characteristics of the freestanding monolayers. In the case of monolayers supported by the substrate, the residual deformation and the structural strain from the substrate have to be considered except for the usual thermal effects. Accordingly, the actual temperature-dependent frequency shifts of the Raman phonon for monolayers on the substrate should be given as [15]

\[
\omega(T)_{\text{experiment}} = \omega_0 + \Delta \omega_{RT} + \Delta \omega_E(T) + \Delta \omega_A(T) + \Delta \omega_M(T),
\]

(2)

where \( \Delta \omega_{RT} \) is the result of the residual deformation, which is introduced by the mismatch effect when the high-temperature synthetic monolayers return to room temperature. \( \Delta \omega_M(T) \) is the effect of substrate-induced strain \( \beta \varepsilon(T) \) due to the TEC mismatch. It can be expressed as [15]

\[
\Delta \omega_M(T) = \beta \varepsilon(T) = \beta \int_{300 \text{ K}}^{T} [\alpha_{\text{WS}_2}(T) - \alpha_{\text{SiO}_2}(T)]dT,
\]

(3)

where \( \beta \) is the coupling coefficient, indicating the substrate coupling effect and \( \varepsilon(T) \) is the basic mismatch strain related to the temperature-dependent TECs of SiO_2 (\( \alpha_{\text{SiO}_2} \)) and WS_2 (\( \alpha_{\text{WS}_2} \)).

Using the description above, one can extract the Raman frequency shift related to only the residual deformation and substrate-induced strain in the temperature-changing process by subtracting the intrinsic temperature-dependent Raman shift from the experimental data. Here, the intrinsic Raman
FIG. 3. (a) Calculated TEC of SiO$_2$ and monolayer WS$_2$. (b) TEC difference between the monolayer and substrate ($\alpha_{WS_2} - \alpha_{SiO_2}$). (c) The evolution of basic mismatch strain $\varepsilon$ with temperature increasing from 77 to 900 K. The inset illustrates the schematic of the thermal contraction of monolayers on the substrate during the cooling process. (d) The effect of substrate-induced strain $\Delta\omega_{RT}(T)$ when the coupling coefficient $\beta$ changes from 0 to 10 cm$^{-1}$/%. (e)–(h) $\Delta\omega_{M}(T) + \Delta\omega_{RT}$ [where $\Delta\omega_{M}(T)$ is the substrate-induced strain effect; $\Delta\omega_{RT}$ is the residual strain effect] from frequency variations of Raman spectra for the $E_{2g}^1$ mode in samples A, B, C, and D. The parameter $\beta$ is the coupling coefficient, which indicates the substrate coupling strain.

The calculated TEC data for individual components of the system are plotted as a function of temperature in Fig. 3(a). Assuming that the monolayer is pinned on the substrate throughout the whole temperature range, $\varepsilon(T)$ can be estimated as a function of temperature [Fig. 3(c)]. For a wider applicability of the difference analysis model, $\varepsilon(T)$ is extended to 900 °C, which is beyond the experimental results in this work. The effect of substrate-induced strain $\Delta\omega_{M}(T)$ for a monolayer with different bonding conditions on the substrate (coupling coefficient from $\beta = 0$ to $\beta = 10$ cm$^{-1}$/%) is shown in Fig. 3(d). It illustrates the different TEC mismatch effects of $\Delta\omega_{M}(T)$ in the case when the monolayer is pinned on the substrate throughout the whole process and no slippage or realignment of monolayers on the surface of the substrate occurs. Here, the effect of residual deformation $\Delta\omega_{RT}$ is the result of the cooling process after synthesis, which is likely to be accompanied by a series of complex phenomena, such as wrinkles, cracks, strain relaxation, and so on. It can be extracted from the fitting results in the following. The sums of $[\Delta\omega_{M}(T) + \Delta\omega_{RT}]$ for samples A–D are obtained by subtracting the intrinsic temperature-dependent Raman shifts from the experimental data. Here, the intrinsic Raman shift is extracted from the theoretical value (Fig. S2 in the Supplemental Material [38]). With $\varepsilon(T)$ integrated from the calculated TECs of the substrate and monolayer, the sums of $[\Delta\omega_{M}(T) + \Delta\omega_{RT}]$ are fitted in Figs. 3(e)–3(h).

The fitting parameters of $\Delta\omega_{RT}$ and $\beta$ are listed in Table I. The decline of the coupling coefficient indicates that the structure strain from the substrate coupling decreases from sample A to sample D. In addition, as shown in Figs. 3(g) and 3(h), the fitting curves for samples C and D cannot match the sum of $[\Delta\omega_{M}(T) + \Delta\omega_{RT}]$ accurately, especially for sample D. The experimental value is higher than the fitting results at low temperature, which seems like an curled-up tail. The tail also appears in Fig. 3(f) for sample B slightly. It can be understood in the following way: when the coupling interaction between the monolayer and the substrate is not strong enough, it results in the slippage or realignment of monolayers on the surface of the substrate. In such cases, the substrate strain induced by the mismatch effect would not be coherent and would be less than in the coherently strained case. And wrinkles or cracks may arise during the process [42]. The deformation potential from the pronounced slippage or realignment is the

<table>
<thead>
<tr>
<th>Sample</th>
<th>$\Delta\omega_{RT}$ (cm$^{-1}$)</th>
<th>$\beta$ (cm$^{-1}$/%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3.61</td>
<td>5.50</td>
</tr>
<tr>
<td>B</td>
<td>3.63</td>
<td>5.08</td>
</tr>
<tr>
<td>C</td>
<td>3.75</td>
<td>3.02</td>
</tr>
<tr>
<td>D</td>
<td>5.79</td>
<td>-0.75</td>
</tr>
</tbody>
</table>
FIG. 4. Temperature-dependent PL spectra of four monolayers. (a)–(d) Color contour mappings of PL spectra (1.54–2.14 eV) as a function of temperature. The color bars correspond to the intensity of the PL spectra. (e)–(h) Normalized temperature-dependent PL spectra of samples A, B, C, and D, respectively.

cause of the negative value of $\beta$ in sample D. However, the quantitative analysis of the deformation potential needs more rigorous research with complex models and microscopic analysis. Furthermore, the deformation potential also contributes to the nonmonotonic evolution of the Raman intensity with temperature (Fig. S3 in the Supplemental Material [38]), which is incompatible with the calculated Raman results in Fig. S2 in the Supplemental Material [38]. On the other hand, it is common for the calculated phonon frequency to be off by a few wave numbers compared to experimental data for very well studied semiconductor materials. As a result, $\omega_r$ in the present study is about 4 cm$^{-1}$ smaller than the approximate reference for a freestanding monolayer from the experimental measurement in a previous report [14]. With the development and optimization of the study for the intrinsic property of the freestanding monolayer, more accurate results could be presented with the difference analysis model. The finding is vitally important for the fundamental understanding of the interface effect and application of 2D materials that are expected to be supported by a substrate in most circumstances.

VI. LATTICE DISORDER BY THE MISMATCH EFFECT

As discussed above, if the coupling interaction in the system of the monolayer and substrates is not strong enough, a slippage or realignment of monolayers on the surface of the substrate occurs easily during the temperature-changing process. It is an inducement for the wrinkles or rips in the monolayers, which promote the trapping of free mobile excitons by the surface impurities. For further exploration of the lattice disorder caused by the mismatch effect, temperature-dependent PL spectra are performed for samples A–D. Figures 4(a)–4(d) characterize the obvious redshift and apparent attenuation of PL intensities, which is attributed to the increasing nonradiative electron-hole recombination rate [43–46]. In addition to this conventional phenomenon, an extra peak at lower energy (labeled $L$) is observed in samples B–D from the normalized spectra in Figs. 4(e)–4(h). The large linewidth of peak $L$, especially for sample D with a linewidth more than 150 meV at 77 K, is an evident indication for the existence of small crystalline domains by lattice distortion. Interestingly, the crystal structure is more disordered for the
FIG. 5. Gaussian fitting results for monolayers. (a)–(d) Peak position of the intrinsic transition exciton $X$ and defect-bound exciton emission $L$ of samples A–D. (e)–(h) PL intensity of exciton $X$ and $L$ of samples A–D, respectively. The green dots in (f)–(h) show the intensity ratios of intrinsic to defect-bound excitons ($X/L$).

In addition, we fit the peak of intrinsic transition excitons under different situations of lattice distortion with a physical model. The redshifts with increasing temperature arise from the electron-phonon interactions and slight changes in bond lengths. By employing a modified Varshni relationship, the redshifts of the direct transitions with temperature can be fitted using

$$E(T) = E_0 - S \langle \hbar \omega \rangle \left[ \coth \left( \frac{\langle \hbar \omega \rangle}{2k_B T} \right) - 1 \right],$$

where $E_0$ is the emission energy at 0 K, $S$ is the Huang-Rhys factor that represents the coupling strength of the exciton and phonon, and $\langle \hbar \omega \rangle$ is the average phonon energy. The fitting parameters are given in Table II, which lists the fitting values of $E_0$, $S$, and $\langle \hbar \omega \rangle$ for samples A–D. The finding is significantly meaningful in estimating the properties of practical applications based on 2D materials.

Importantly, our analysis model could also be applied to other monolayer systems with wide characterizations of Raman and PL spectra. The exploration promotes the effective analysis of crystallinity and optimization of the preparation conditions with coupling confidence for single-layer 2D material systems.

VII. CONCLUSIONS

To summarize, a difference analysis model was introduced in the temperature-dependent Raman scattering to describe the substrate strain, which is in the mismatch effect by the TEC difference between the substrate and atomically thin materials. The coupling coefficient was extracted from the analysis model. It expresses the substrate-induced strain and mismatch effect effectively. The conclusion was further adopted in the analysis of a defect-bound exciton by the slippage or realignment of monolayers on the substrate during the mismatch effect. This reliable approach of difference analysis can be broadly applied to the study of the strain-based interface effect in 2D materials in functional systems such as ferroelectric and flexible substances.

### TABLE II. Fitting parameters of the PL peak energy as a function of temperature extracted in Figs. 5(a)–5(d).

<table>
<thead>
<tr>
<th>Sample</th>
<th>$E_0$ (eV)</th>
<th>$\langle \hbar \omega \rangle$ (meV)</th>
<th>$S$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.963</td>
<td>17.052</td>
<td>1.354</td>
</tr>
<tr>
<td>B</td>
<td>1.968</td>
<td>14.855</td>
<td>1.923</td>
</tr>
<tr>
<td>C</td>
<td>1.985</td>
<td>14.034</td>
<td>1.824</td>
</tr>
<tr>
<td>D</td>
<td>1.996</td>
<td>12.725</td>
<td>1.892</td>
</tr>
</tbody>
</table>
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